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1. Introduction
Shield machine is one of the most important large-scale equipment 

in the field of construction machinery, widely used in tunneling such 
as subway, railway and highway. According to statistics, in developed 
countries, the amount of tunnel excavation by the shield method ac-
counts for more than 90% of the total amount of tunnel excavation. 
And EPB shield, whose excavation quantity accounts for more than 
80% of all shield methods, is the most frequently used method be-
cause of the high mechanization level, fast construction speed, strong 
environmental adaptability, as well as relatively low cost [10].

It is necessary to improve the properties of the excavated material 
to ensure that the EPBM runs at a low failure rate and reduce the wear 
of the cutterhead [6, 33]. Firstly, the excavated material is used to 
transfer thrust from the jacks to keep the excavation face pressure bal-
anced and ground surface settlement stable. Secondly, the excavated 
material is also used to generate a face-supporting muck to prevent 
water inflows at the tunnel face [10]. So stable geotechnical proper-
ties are required, including good plastic deformation, small inner fric-
tion angle. Thirdly, material flowing out from the excavation chamber 
should be conveyed steadily and continuously by the screw conveyor 

to ensure the earth pressure balanced, so the geotechnical properties 
such as plasticity and liquidity need to be suitable [9]. Soil with poor 
geotechnical properties likely causes spewing, mud cake, etc., and in-
crease the wear of the cutters and screw conveyors, then damage the 
shield equipment, finally lower construction quality [11, 25].

The most mature method for soil conditioning is to inject soil ad-
ditive to improve poor soil properties. Generally, additives such as 
foam and polymers apply to coarse grained soils, while water and 
suspension apply to fine grained soils [17]. At present, foam is one 
of the most commonly used soil additives in engineering application. 
The advantages are that it is universal for a variety of soils, convenient 
to transport and use [27]. In recent years, EPBM is gradually used in 
areas with complex and changeable geological conditions in China, 
such as Yunnan and Tibet. In addition, the foam injection system in 
the EPBM is automated, and the geological prediction accuracy of a 
certain distance in front of the working face is high, which provides a 
prerequisite for the automation technology of soil conditioning. One 
of the key issues in the field of soil conditioning is how to achieve 
accurate and rapid automated decision-making on the dosage of foam 

There lacks an automated decision-making method for soil conditioning of EPBM with high 
accuracy and efficiency that is applicable to changeable geological conditions and takes 
drive parameters into consideration. A hybrid method of Gradient Boosting Decision Tree 
(GBDT) and random forest algorithm to make decisions on soil conditioning using foam is 
proposed in this paper to realize automated decision-making. Relevant parameters include 
decision parameters (geological parameters and drive parameters) and target parameters 
(dosage of foam). GBDT, an efficient algorithm based on decision tree, is used to determine 
the weights of geological parameters, forming 3 parameters sets. Then 3 decision-making 
models are established using random forest, an algorithm with high accuracy based on deci-
sion tree. The optimal model is obtained by Bayesian optimization. It proves that the model 
has obvious advantages in accuracy compared with other methods. The model can realize 
real-time decision-making with high accuracy under changeable geological conditions and 
reduce the experiment cost.
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under changeable geological conditions, to improve the efficiency of 
the EPBM.

Traditional decision-making methods such as experimental method 
perform poor when applied to uncovered geological conditions, and 
don’t take drive parameters that may impact the dosage of foam into 
consideration, see Section 2.1. Besides, they are too low in efficiency 
to do on-site decision-making. In fact, there is a lack of decision-mak-
ing methods for soil conditioning with high accuracy and efficiency 
that comprehensively consider geological conditions and construction 
requirements to improve the automation level of soil conditioning 
decision-making. 

It is the purpose of the present paper to provide a decision-making 
model with high accuracy and efficiency to determine the dosage of 
foam for soil conditioning (especially for coarse grained soil) in order 
to achieve automated decision-making for EPBM. The model is sup-
posed to comprehensively consider geological parameters and drive 
parameters to improve its accuracy and application in engineering. A 
data-driven method integrating GBDT with random forest algorithm 
is proposed to establish the model. Sections 2 determines foam as the 
additive for soil conditioning by analyzing the grain-size distribution 
of the excavated material, and obtains target parameters. Section 3 
makes the feature selection of decision parameters based on GBDT 
and correlation analysis, and three geological parameters sets are ob-
tained. A decision-making method is presented in Section 4 based on 
random forest algorithm, and three decision-making models are ob-
tained by Bayesian optimization according to the geological param-
eters sets. Finally, in Section 5, the optimal model is selected using 
fitting accuracy analysis. And the trend how the decision parameters 
affect the target parameters in the optimal model is analyzed, reveal-
ing the mechanism of soil conditioning to some extent.

2. Background

2.1. Previous researches about soil conditioning
Recent theories and technologies about soil conditioning can be 

divided into two: Method based on experiment and method based on 
data driving. Method based on experiment refers to sampling the soil 
at regular intervals in the work area before construction, and testing 
the influence of the amount of additive injected on the soil properties, 
finally determining the optimal dosage of the additive on each type 
of soil, as a reference for shield construction. This kind of method 
shows high retrieval efficiency because of structured domain knowl-
edge. So far, many soil conditioning plans based on specific geologi-
cal conditions such as water-rich sandy soil, loose sandy-clay have 
been proposed [15, 22]. The most reasonable soil conditioning plan 
can be obtained by experiments. The disadvantage is that because the 
sample cannot cover all geological conditions, a reasonable plan can-
not be obtained for uncovered geological conditions since the samples 
cannot cover all geological conditions. Meanwhile, the influence of 
drive parameters on the dosage of the additive cannot be obtained 
through experiments, thus reducing the practicality of the experimen-
tal results.

Methods based on data driving refer to mining the data correlation 
of relevant parameters for soil conditioning based on historical con-
struction data, and establishing a reasonable decision-making model 
to predict the dosage of certain additive. Unlike methods based on 
experiment, the decision-making model is used to predict the dos-
age of the additive for new geological conditions, thereby providing 
a reasonable plan based on data analysis. And the efficiency is sig-
nificantly better than experiment. Moreover, the model can cover the 
drive parameters of EPBM and is more adjustable. Some researchers 
established mapping models between drive parameters and the dos-
age of certain additive for specific geological conditions [20]. Others 
studied mapping models between specific geological parameters and 
the dosage of certain additive [9, 18]. However, there is a lack of 
comprehensive consideration of both drive parameters and geologi-

cal parameters in the decision-making model. This leads to the weak 
generalization ability to new geological conditions and low practical 
value.

2.2. The importance of automated decision-making for soil 
conditioning

As mentioned in Section 1, EPBM is gradually used in areas with 
complex and changeable geological conditions such as plateaus and 
flood plains. The conditions of these areas are particularly complex, 
and the stratigraphic section changes greatly every less than 10 meters. 
If the experimental method is used to determine the soil conditioning 
plan, it is necessary to sample the soil on site at short intervals. How-
ever, with such high-density sampling, the time and resource costs for 
sampling and testing are too high, and in many cases cannot meet the 
construction schedule requirements and cost constraints. If a low sam-
pling density is adopted, a plan with similar geological conditions can 
only be used when geological conditions that have not been sampled 
occur, with poor conditioning effect [2]. 

With the improvement of the automation level of the foam injec-
tion system in the EPBM and the advancement of the geological pre-
diction technology for a certain distance in front of the working face, 
the automated decision-making for soil conditioning becomes pos-
sible [14, 24]. Depending on the historical data of soil condition, a 
data-driven method is used to establish a high-precision correlation 
model between related parameters such as geological conditions and 
the dosage of additive. Based on this model and geological prediction 
technology, the dosage of additive under different working conditions 
is predicted and fed back to the foam injection system to realize the 
automation of soil conditioning decision-making. 

The significance of the above-mentioned automation process for 
soil conditioning decision-making is as follows. Firstly, the model re-
alizes high-precision decision-making within the coverage of histori-
cal data. And it can provide a relatively reasonable plan for uncovered 
geological conditions since the model mines the internal correlation 
of the relevant parameters of soil conditioning. Besides, the model 
can be continuously updated based on new data to improve its scope 
of application to working conditions. Secondly, the efficiency of this 
method is extremely high, and the resource cost is very low com-
pared with experiment. Thirdly, the automation of soil conditioning 
decision-making realizes real-time decision-making with high accu-
racy for the dosage of foam under changeable geological conditions, 
thereby expanding the application conditions of the EPBM and im-
proving the efficiency of shield construction.

2.3. Background of the project
The data source in this research is the construction data of the 

EPBM in the section from Wanqingsha Station to Hengli Station 
(W-H Section) of Guangzhou Rail Transit Line 18 in China. The total 
length of this section is around 2.4km, and the buried depth of the tun-
nel is 24.32-44.17m. And in terms of geological structure, this section 
covers over 7 types of rock stratums mainly including mucky medium 
coarse sand, medium coarse sand and fine sand. The grain-size distri-
bution curves of the key soil sampling points are shown in Fig. 1.

As can be seen from Fig. 1, the main component of the excavat-
ed material is sand. And most of the soil has the grain size greater 
than 0.075mm, which is classified as coarse-grained soil. Previous 
researches and experiences show that foam applies to coarse grained 
soils [1]. Besides, foam is cost-effective, and the construction side has 
experience in using it. For all these reasons, foam was chosen as the 
additive for soil conditioning in this project.

As for the equipment, the EPBM with two screw conveyors was 
chosen. The shield machine has 12 foaming lines, corresponding to 12 
foaming agent injection ports on the cutter head, to increase the flow 
rate of additives. Fig. 2 shows the selected EPBM in this project.
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2.4. Description of relevant parameters
Relevant parameters can be divided into two: target parameters and 

decisionrefer to the dosage parameters of foam, as the output of the 
decision-making model. Decision parameters have an important influ-
ence on the target parameters, as the input of the model.

Target parameters mainly depends on three indices: concentration 
of foaming agent within foaming liquid (cf), foam expansion ratio 
(FER) and foam injection ratio (FIR) [28]. The equations of above 
indices are shown in Eq. (1), Eq. (2) and Eq. (3) [12]:

 f
f

L

Q
c

Q
= , (1)

 FER L A

L

Q Q
Q
+

= , (2)

 FIR L A

S

Q Q
Q
+

= , (3)

where Qf is flow rate of foaming agent (m3/min), QL is flow rate of 
foaming liquid (m3/min), QA is flow rate of air (m3/min), QS is flow 
rate of excavated soil (m3/min).

According to above equations, the target parameters that determine 
the dosage of foaming agent are Qf, QL, QA and QS. Methods for deter-
mining the decision parameters are presented in Section 3.

2.5. Data preparation
In this project, the data of drive parameters and target parameters 

can be obtained from the Database for EPBM Condition Monitoring 
System. And the source of the geological data is the geological report 
recorded by the operators. In fact, the operators collect soil every ring 
(Ring), then analyze the composition of soil and record it. A ring is 
completed when the segments are assembled in a circle for the EPBM. 
Before data analysis, the data from above database need to be proc-
essed in Rings to correspond to geological data. The data of poor ef-
fect for soil conditioning in each Ring, as well as the non-work data 
are eliminated to avoid the impact of bad data on the accuracy of 
the decision-making model. And the remaining data is averaged in 
Rings.

As for the geological data, according to the geological report, there 
are 12 key geological parameters, including plasticity index, silt parti-
cle content, void ratio, moisture content etc. When processing geolog-
ical data in Rings, the matter is how to determine the value of above 
geological parameters since the cutterhead excavates several kinds of 
stratums. This paper provides a feasible plan as follows:

Identify all strata, query the values of above geological parame-I 
ters of each stratum, and sort them into the standard values matrix 
of geological parameters, denoted as M, as shown in Table 1.

Calculate the proportion of each stratum in the nII th ring (Ring n), 
and sort them into the proportion matrix of each stratum, denoted 
as Pn.

Calculate the actual values matrix of geological parameters in III 
Ring n, denoted as Dn. The equation is as follows:

 n nD P M= × . (4)

Specifically, the actual value of geological parameters is the 
weighted average of the standard values in each stratum, with the 
weight been Pn.

3. Methods for determining the decision param-
eters

The decision parameters can be divided into two based on physical 
interpretation: geological parameters and drive parameters. Feature 
selection is carried out to screen key factors.

3.1. Geological parameters
The geological parameters can be obtained in Section 2.5, including 

12 parameters such as plasticity index, silt particle content, moisture 
content. Feature evaluation and selection is made next to eliminate 
irrelevant parameters.

(1) Methods of feature selection
The feature selection approach mainly includes filter and embed-

ding method. The filtering method scores features according to indi-
cators such as divergence and relevance, then sets thresholds to filter 
features. This method has a low computational cost, but it takes less 
consideration of target parameters and subsequent learners. As for 
embedding method, there are two steps. First, an efficient algorithm is 
chosen to train the model, and the weight coefficient of each feature is 
obtained for feature selection. Second, an algorithm with similar prin-
ciple is selected to further optimize the model to get higher accuracy 
[31]. The reason is that theory suggests that the models trained by the 
algorithms with similar principle can be transferred mutually better 
[20]. Considering the computational cost and model accuracy, the em-
bedding method is adopted for feature selection in this research.

Fig. 1. The grain-size distribution curves of main soils

Fig. 2. The selected EPBM used in this project
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Algorithms based on decision tree are the most commonly used 
for feature selection. While the leaf nodes of the tree are divided, the 
importance of features is given through indicators such as information 
entropy, which naturally generates evaluation mechanism for feature 
selection. As an efficient algorithm based on decision tree, Gradient 
Boosting Decision Tree (GBDT) is employed for feature selection. 
The essence of GBDT is to generate Cart Tree and calculate the reduc-
tion of weighted impurity of all non-leaf nodes during splitting [8]. 
The larger the reduction, the more important the feature.

(2) Feature selection experiment based on GBDT
The feature selection process for geological parameters is shown 

in Fig. 3.
Step I. Take 12 geological parameters as input and 4 target param-

eters (Qf, QL, QA and QS) as output.
Step II. Use GBDT algorithm to establish a regression model 

and adjust values of the model’s key hyper-parameters to im-
prove accuracy. 

Step III. After determining a better model, output the weights 
of the geological parameters in the model, and then sort the 
weights to get key features. 

A pre-experiment is carried out to determine the value of key 
parameters for the GBDT model in Step II. The result is that the 
accuracy is high when the number of estimators is 100 and the 
learning rate is 0.1 in the model.

(3) Analysis of experimental results
The GBDT model is repeatedly trained 100 times, and then 

the results are averaged to obtain the weights on 4 target param-
eters. The comprehensive weights of geological parameters are 
calculated as follows. Since the importance of all target param-
eters are equal, the above data is averaged with equal weights. 
The result is shown in Fig. 4. The conclusion is as below.

The mean (I Me) of the comprehensive weights is greater than the 
median (Mo), which belongs to the right-skewed distribution with 
P(X>Mo)>P(X>Me). It means that more parameters are greater 
than Mo. For feature selection, it is necessary to cover as many 
effective features as possible. Mo is selected as the threshold for 
extracting effective features.

The key parameters whose comprehensive weights are higher II 
than Mo are determined: plasticity index, silt particle content, 

soil shear wave velocity, compressive modulus, 
cohesion, and friction angle. The sum of these 
parameters’ weights is more than 0.8, indicating 
that the 80% of the influence of geological pa-
rameters on target parameters can be explained 
by them.

III There are 3 alternative parameters whose  
      sum of weights are around 0.15.

According to the weights, three geological 
parameters sets are determined as the input geo-
logical parameters when modeling. The results 
are in Table 2.

3.2.  Drive parameters
Some drive parameters have great influence 

on the dosage of foam. After literature analysis 
and interviews with experienced drivers, it was found that the soil 
conditioning process of the EPBM is mainly related to the cutterhead 
and screw conveyor. The cutterhead is responsible for excavation, and 
the screw conveyor is responsible for conveying the excavated mate-

Table 1. The standard values matrix of 12 key geological parameters in each stratum

Stratum A B C D E F G H I J K L

1 15 15.84 0 176.0 63.8 1.58 1.708 2.28 1.48 1.89 5.7 6.0

2 0 0 35.3 200 20 1.85 0.6 0 0.27 7 0 27.0

3 9 0 80 240.7 22 1.90 0.6 0 0.27 7 0 32.0

4 0 11.20 60 194.5 28.3 1.92 0.814 0.85 0.44 4.5 16.0 13.5

5 0 11.32 50.3 282.7 27.5 1.91 0.809 0.2 0.44 4.29 20.0 19.3

6 0 11.42 50.4 382.5 26.3 1.94 0.770 0.02 0.40 4.65 23.1 20.5

7 0 12.07 50.7 488.9 23.4 1.98 0.69 -0.09 0.38 4.73 24.3 20.2

A: clay particle content (%); B. plasticity index (%); C. silt particle content (%); D. shear wave velocity (m/s); E. moisture content (%); F. wet density (g/cm3); G. void 
ratio; H. liquidity index (%); I. coefficient of compressibility; J. modulus of compressibility (MPa); K. cohesion (kPa); L. friction angle (o)

1: mucky medium coarse sand; 2: silty fine sand; 3: silt; 4: silty clay; 5: medium coarse sand; 
6: coarse sand; 7: weathered granite

Fig. 3. The feature selection process for geological parameters based on GBDT

Fig. 4. Comprehensive weights of geological parameters on target parameters
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rial. Specifically, there are 4 parameters: the cutterhead torque, the 
screw conveyor torque (screw torque), the screw conveyor pressure 
(screw pressure), and earth pressure around the screw conveyor (earth 
pressure) [26, 30].

(1) Data standardization
In order to avoid the influence of the magnitude difference of pa-

rameters on following analysis, the raw data is standardized by Z-
score before modeling. The equation of certain parameter (x) is rep-
resented in Eq. (5):

 Z x
i

i=
− µ
σ

, (5)

where xi is the ith data of x; μ is the mean of x; σ is the standard devia-
tion of x; Zi is the standardized value of xi.

(2) Correlation analysis of drive parameters
The Pearson correlation coefficient analysis is used to exam the 

linear correlation of drive parameters. One of the parameters with 
strong correlation is eliminated to reduce input variables. The evalua-
tion index is Pearson Correlation Coefficient (p). Table 3 presents the 
results in detail. It is clear that screw pressure and screw torque has a 
very strong linear relationship with p = 0.966. And this conclusion is 
significant at the error rate level α = 0.01 based on hypothesis test.

(3) Regression analysis between the screw pressure and screw 
torque

Regression analysis is carried out to further test the linear correla-
tion between the screw pressure and screw torque. A linear regression 
model is established with the screw torque as input and screw pressure 
as output. The equation is as follows:

 screw screw0.9655P T= × , (6)

where Pscrew is the screw pressure and in bar; Tscrew is the screw torque 
and in kN·m. And Fig. 5 represents the fitting curve of this model.

The evaluation of the linear model is shown in Table 4. In terms 
of accuracy evaluation, the index is coefficient of determination (R2), 
which represents the extent to which independent variables explain 
dependent variables in the model. It can be seen that the screw torque 

can explain 93% of screw 
pressure. And it proves 
that the model is good 
because the accuracy 
is considered high with 
R2>0.85. 

The validity evaluation 
of the model can be meas-
ured by F-test and t-test. 
F-test evaluates whether 
the model is statistically 

significant for all data. This model is statistically significant with a 
confidence of 99% since Sig. < 0.001. Moreover, t-test measures the 
significance of the independent variables on the model. It can be seen 
that the screw torque has a significant impact on the model with a 
confidence of 99%.

To sum up, the screw 
pressure and screw torque 
has strong linear correla-
tion, and the screw pres-
sure is eliminated from 
drive parameters.

Table 2. Three geological parameters sets according to the weights on the target parameters

Parameter Set Parameter Remarks Sum of weights

1
shear wave velocity, friction angle, modulus 
of compressibility, plasticity index, cohesion 

force, silt particle content.

Significant for at least 2 
target parameters 0.8

2 Set 1, void ratio, liquidity index,
coefficient of compressibility.

Significant for at least 1 
target parameters 0.95

3 Set 2, clay particle content, wet density, mois-
ture content. Without feature selection 1

Fig. 5. The fitting curve of the linear regression model between screw pres-
sure and screw torque

Table 3. The result of Pearson correlation coefficient analysis for drive parameters

Cutterhead Torque Screw Pressure Earth Pressure Screw Torque

Cutterhead Torque
p 1 −.031 .047 −.040

Significance \ .613 .440 .514

Screw Pressure
p −.031 1 −.422** .966**

Significance .613 \ .000 .000

Earth Pressure 
p .047 −.422** 1 −.469**

Significance .440 .000 \ .000

Screw Torque
p −.040 .966** −.469** 1

Significance .514 .000 .000 \

**. At 0.01 level (two sided), it is significant.

Table 4. The result of fitting accuracy evaluation and validity evaluation 
on the linear regression model between screw pressure and screw 
torque

Accuracy F-test t-test

R2 F Sig. B t Sig.

0.932 3742.836 .000 0.9655 61.179 .000

a. Independent variable: Screw torque, Dependent variable: Screw pressure
b. Sig. is short for significance of the test; B is the coefficient of the linear model.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol. 24, No. 2, 2022242

4. Methods for the establishment of soil conditioning 
decision-making model

GBDT algorithm is used to complete the feature selection of geo-
logical parameters in Section 3. According to the principle of embed-
ding methods, an algorithm based on decision tree should be selected 
to establish the decision-making model in order to ensure the effec-
tiveness of the selected features. The representative methods are Ada-
boost, random forest, GBDT, etc. [5, 21]. Random forest (RF) is em-
ployed to establish the decision-making model in present research.

Random Forest is an ensemble learning algorithm. This algorithm 
builds Bagging ensemble with the decision tree as the base learner, 
and introduces a random strategy for feature selection when training 
the tree [23]. The advantages are low computational cost, and good 
generalization ability. The main reason is that the diversity of base 
learners comes from sample disturbance and attribute disturbance, 
which improves the differences among individual learners [4]. The 
process of using random forest to establish a soil conditioning deci-
sion-making model is shown in Fig. 6.

4.1. Before modeling
(1) Data preprocessing
Although decision tree-based models are not sensitive to the mag-

nitude of feature values, the raw data is standardized by Z-score be-
fore modeling according to Eq. (5). This process can exclude the in-
fluence of irrelevant factors on the performance comparison of the 
models in later section since the comparison models’ accuracy and 
some accuracy indexes may be affected by the magnitude difference 
of parameters. 80% of total samples were randomly selected as train-
ing set and 20% as test set.

(2) Input and output parameters
The target parameters are taken as output of the model: Qf, QL, QA 

and QS. The decision parameters are taken as input when modeling, 
including 3 drive parameters and some geological parameters. Ac-
cording to conclusions in Section 3.1, 3 geological parameters sets 
are considered when choosing the geological parameters.

Model 1: Take the geological parameters of top 6 on the weight as 
input parameters, assign weights when modeling, corresponding to 
Parameter Set 1 in Table 2.

Model 2: Take the geological parameters of top 9 on the weight 
as input parameters, assign weights and modeling, corresponding to 
Parameter Set 2 in Table 2.

Model 3: Take all the geological parameters without feature selec-
tion as input parameters, corresponding to Parameter Set 3 in Table 2.

4.2. Hyper-parameter optimization for the models
Hyper-parameters are the framework parameters of the model, and 

the reasonable values of hyper-parameters can greatly improve the fit-
ting accuracy and generalization ability. Common methods for adjust 
hyper-parameters include grid search, random search, and Bayesian 
optimization. Grid search method is improper for this research due to 
the high calculation time and combinatorial explosion [19]. Besides, 
the optimization results of random search are unstable and unreliable 
[3]. By contrast, Bayesian optimization adjusts hyper-parameters 
of the model automatically. The principle is that an objective func-
tion is set first, then minimizes it using the probability model based 
on past evaluation result, hereby determine the optimal value of the 
hyper-parameters [29]. The superiority is that it will consult previ-
ous evaluation results when trying the next set of hyper-parameters, 
which improves the efficiency and has stable results. Hence Bayesian 
optimization is used to optimize the key hyper-parameters of the mod-
els which have great impact on the accuracy of the model. The key 
hyper-parameters are extracted based on the principle of RF includ-
ing maximum number of features in decision tree (max features), the 
number of decision trees (tree number), the maximum depth of the 
decision tree (max depth), and the minimum number of samples for 
leaf nodes (min samples). 

(1) Determining the objective function
The objective function is the evaluation index when adjusting hy-

per-parameters by Bayesian optimization, and it refers to the model’s 
accuracy in this research. Specifically, the prediction error (RMSE) 
of the model with k-fold cross-validation is adopted as the objective 
function with k = 10.

(2) Setting the domain space
Domain space refers to the value range of each hyper-param-

eter. The method selects a set of hyper-parameters for the model 
from the domain space according to the probability distribution 
of each parameter and evaluate the accuracy while iterating 
[34]. Therefore, it is necessary to set the sampling probability 
distribution pattern for the hyper-parameters. The determination 
of the distribution pattern usually requires comprehensive con-
sideration of the data type, value range, and empirical rules. The 
results are shown in Table 5. It is generally believed that when 
tree number is large enough, a small increment will not cause 
a large change in model performance. So logarithmic uniform 
distribution is used for sampling in order to reduce the calcula-
tion cost. And considering the fewer optional ranges, discrete 
uniform distribution is used for other hyper-parameters to cover 
as many values as possible. The kernel density estimation of the 
distributions for the hyper-parameters is shown in Fig. 7.

(3) Setting optimization algorithm
The common algorithms for Bayesian optimization include 

sequential model-based optimization (SMBO), Tree Parzen 
Estimator (TPE), etc. [7]. The TPE algorithm, which has been 
proven to perform well in accuracy and computational efficien-
cy, is employed in this research [32].

(4) Results of hyper-parameter optimization
The hyper-parameter optimization of 3 models in Section 4.1 are 

performed following steps above. The optimization is repeated 100 
times, and the results are averaged. The values of the hyper-parame-
ters for the optimal models are shown in Table 6. The following con-
clusions can be drawn:

The results of max features and max depth are the same for 3 I 
optimal models. When max features are Auto (referring to selec-
ting all features), and max depth is -1 (referring to full-grown), 
the prediction accuracy of 3 models is best.

The tree number decreases, as the number of geological parame-II 
ters increase. The reason might be that the more input parameters, 

Fig. 6. The process of using random forest to establish a soil conditioning decision-mak-
ing model
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the stronger the model’s fitting ability to training set, causing fe-
wer decision trees required to achieve the same accuracy.

5. Results and model interpretation

5.1. Performance measurement and evaluation of the mod-
els

There are two part for performance measurement of the models. On 
one hand, fitting accuracy analysis is performed on 3 models to select 
the optimal model. On the other hand, some artificial intelligence al-
gorithms are used to establish decision-making models. Compare the 
prediction accuracy of above models to prove the advantages of the 
optimal model.

5.1.1. Fitting accuracy analysis of the models
The common evaluation indexes of the fitting accuracy are R2 and 

RMSE, as mentioned above. The two indexes have different changing 
trends, and there are also differences between training set and test set. 
The TOPSIS method is used to integrate R2 and RMSE to evaluate the 
fitting accuracy comprehensively [16]. Firstly, the original evaluation 
results are normalized based on unified standards to obtain an ideal 
solution. Then the distance between each evaluation object and the 
ideal solution (Distance) is calculated as a comprehensive index. The 
analysis results of the fitting accuracy are shown in Table 7. And fol-
lowing conclusions can be obtained.

I  Model 2 is the best in fitting accuracy of all. 
Concretely, the Distance is the smallest, and R2 
on both training set and test set is high, and the 
RMSE is low, indicating robustness in the mo-
del.

II  The fitting accuracy of Model 1 is lower than 
Model 3 on the training set, but better on the test 
set, showing stronger generalization ability but 
lower accuracy.

III  Model 3 has the highest fitting accuracy on 
the training set, but the lowest on the test set, 
indicating that the model has learned the noise 
of the training set, which leads to decrease in 
generalization ability.

To visually analyze the prediction error, the 
models are applied to several Rings of the data-

set to compare the predicted value and the meas-
ured value. Consecutive 100 Rings with continu-
ous data are selected for testing. And Qf is chosen 
as the target parameter to plot, as shown in Fig. 8. 
It shows that the fluctuation of error in Model 1 is 
stable, but there is always a large distance between 
the predicted value and the measured value, indi-
cating that the mean of the error is high. Model 2 
fits well with small and stable error. Model 3 fits 
well on some data, but poorly on the others with 
even completely opposite trends, showing very un-
stable predicted values.

With all the analysis, Model 2 is the optimal 
model, which has the best fitting accuracy.

5.1.2.  Performance comparison with other 
models

A variety of common multi-output regression 
algorithms are employed to establish decision-
making models to prove the advantages of Model 
2. The models are obtained by 10-fold cross-val-
idation on the training set, and the hyper-param-
eters are as follows. In the k-Nearest Neighbors 

(KNN) model, the number of neighbors is 10. In the BPNN model, 
the number of hidden layer nodes is 20. In the SVR model, RBF is se-
lected as the kernel function. In the remaining models which are based 
on decision tree, the number of trees is 25, the minimum number of 
samples for leaf nodes is 4, and the maximum depth of the tree is full-
grown. These models are trained and tested 100 times on the dataset 
respectively, and the performances are evaluated by the mean of R2 
and RMSE. The results on the test set are shown in Table 8. Besides, 
0 visually shows fitting effect between the predicted values and the 
measured values of the standardized Qf. And the following conclu-
sions can be drawn:

Poor fitting accuracy. The I R2 of models (a), (b), (c) and (d) is less 
than 0.7, indicating that the models have poor accuracy on the 
test set. The reason may be that the learning ability of the model 
is too weak, such as the Multiple Linear model, or the learned 
noise leads to overfitting, such as the BPNN model.

Fig. 7. The kernel density estimation of the distributions for the hyper-parameters

Table 5. Sampling probability distribution pattern for each hyper-parameter

Hyper-param-
eter Description Value Range probability distribu-

tion pattern

Max Features
maximum number of fea-

tures in decision tree when 
splitting

Auto, sqrt, log2 discrete uniform dis-
tribution

Tree Number The number of trees in the 
forest [1, 1000] logarithmic uniform 

distribution

Max Depth maximum depth of the deci-
sion tree

[-1, 20], where -1 
means full-grown 

discrete uniform dis-
tribution

Min Samples minimum number of sam-
ples for leaf nodes [1, 150] discrete uniform dis-

tribution

Table 6. Results of hyper-parameter optimization for 3 models

Model Max Features Tree Number Max Depth Min Sam-
ples

Remarks (number of 
geological parameters)

Model 1 Auto 37 -1 3 6

Model 2 Auto 25 -1 4 9

Model 3 Auto 19 -1 2 12

Table 7. The analysis results of the fitting accuracy for 3 models

Model
Training Set Test Set

Distance
R2 RMSE R2 RMSE

Model 1 0.8232 0.1832 0.7964 0.2052 0.1165

Model 2 0.8855 0.1487 0.8540 0.1588 0.0189

Model 3 0.9011 0.1380 0.7231 0.2841 0.1812
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Good fitting accuracy. The II R2 of the four models based on de-
cision tree is basically greater than 0.75, and RMSE is small, 
indicating that the models fit the test data well. Among them, 
the Random Forest model (Model 2) is proved to be the most 
reasonable model with the Distance being 0. It also proves that, 
when using decision tree-based algorithms for feature selection, 
the accuracy of models based on the same principles is higher 
than that of models based on other algorithms.

5.2. Model interpretation
The change trend of output variables with input variables based 

on Model 2 is explored to further reveal the influence of the decision 
parameters on the target parameters. Control variable method is em-
ployed, and Qf is chosen as the representative target parameter. The 

experimental results are shown in Table 9. And the following conclu-
sions can be drawn.

The trend how input variables affect foaming agent flow can be I 
divided into 4 categories. Category 1 is a positive parabola, that 
is, with the increase of the input variable, Qf decreases first and 
then increases. By contrast, Category 2 is a negative parabola, as 
the input variable increases, Qf increases first and then decreases. 
Category 3 is a positive correlation curve, which means Qf incre-
ases with the increase of the input variable. Finally, Category 4 
is a negative correlation curve, Qf decreases with the increase of 
the input variable.

The slope of the curve represents the degree of influence of the II 
decision parameter on the target parameter. The curve slope of 
drive parameters such as the cutterhead torque and screw torque 

Table 8. Performance comparison of soil conditioning decision-making models based on different regression algorithms

Algorithm R2 RMSE Distance

Multiple Linear Regression 0.5539 0.4433 0.4992

k-Nearest Neighbors Regression 0.6898 0.3083 0.3070

BPNN Regression 0.6062 0.4027 0.4253

Support Vector Regression 0.6637 0.3343 0.3439

AdaBoost Regression 0.7874 0.2112 0.1690

LightGBM Regression 0.7407 0.2473 0.2350

XGBoost Regression 0.7623 0.2362 0.2045

Random Forest Regression (Model 2) 0.9069 0.1328 0

b)a)

c)

Fig. 8. Comparison between measured value and predicted value of three decision-making models: (a) Model 1: geological parameters of top 6 on the weight as 
input; (b) Model 2: geological parameters of top 9 on the weight as input; (c) Model 3: all geological parameters as input 
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is obviously greater than the slope of geological parameters such 
as plasticity index. It indicates that the former has a greater effect 
on soil conditioning decision-making.

6. Conclusion
In order to solve the problems that traditional soil conditioning 

decision-making methods for the EPBM perform poor when applied 
to uncovered geological conditions, don’t take drive parameters into 
consideration, and are too low in efficiency to do on-site decision-
making, a method based on intelligent algorithms to predict the dos-
age of foam for automated decision-making for soil conditioning is 
studied. The following conclusions can be drawn. 

Based on the data in W-H Section, the target parameters and de-I 
cision parameters for decision-making model are determined. 
And decision parameters include geological parameters and dri-
ve parameters. And it is the first time that drive parameters are 
considered in the decision-making for soil conditioning, which 
improves the practicability of the model in engineering.

Taking GBDT, an efficient algorithm based on decision tree, as II 
the feature selection method, three geological parameters sets are 
determined as the input of the decision-making model. The screw 
pressure as a drive parameter is filtered by correlation analysis 
since the results show it can be expressed by the screw torque.

Fig. 9. Fitting results of decision-making models using a variety of multi-output regression algorithms 

b) c)

d) e)

g)

f)

h)

a)
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The random forest, also an algorithm based on decision tree, is III 
used to establish three decision-making models differentiated by 
the geological parameters sets. And the optimal models are deter-
mined through Bayesian optimization to optimize the hyper-pa-
rameters. And Model 2 (with 9 geological parameters) is the best 
model based on the results of fitting accuracy analysis compared 
with the models based on five regression algorithms. And it also 
proves that, when using decision tree-based algorithms for featu-
re selection, the accuracy of models based on the same principles 
is higher than that of models based on other algorithms.

The trends how input variables affect foaming agent flow can be IV 
divided into 4 categories: positive parabola, negative parabola, 
positive correlation curve and negative correlation curve. And 
the curve slope shows drive parameters have greater effect on 
soil conditioning decision-making than geological parameters.

To sum up, a hybrid method of GBDT and random forest algorithm 
for soil conditioning decision-making using foam is proposed, which 
presents a new idea for automated decision-making for soil condition-
ing. The model comprehensively considers the influence of geologi-

cal parameters and drive parameters on the dosage of foam, thereby 
improving the adaptability to new geological conditions and engi-
neering practicability compared with method based on experiment. 
The accuracy of the model is proved to be higher than traditional 
data-driven methods. Apparently, this method is more efficient than 
experiment. The method can realize real-time decision-making with 
high accuracy for the dosage of foam under changeable geological 
conditions, broaden the application conditions of the EPBM, improve 
the efficiency and reduce the experiment cost for soil conditioning. It 
must be noted that this model is based on the construction data of the 
EPBM, so the application area should be limited to similar engineer-
ing backgrounds.
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Table 9. The trends how decision parameters affect Qf

Category Curve Type Diagram Trend Decision Parameters

1 Positive Parabola decreases first and 
then increases

cutterhead torque, 
earth pressure, shear 

wave velocity

2 Negative Parabola increases first and 
then decreases the screw torque

3 positive correlation 
curve

continuously in-
creases

plasticity index, silt 
particle content, cohe-

sion force

4 negative correlation 
curve

continuously de-
creases

modulus of compress-
ibility, friction angle
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